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“A
stitch in time saves nine,” the old
saying goes. “An ounce of preven-
tion is worth a pound of cure.” In
software, these expressions translate
into the common observation that
the longer a defect stays in process,

the more expensive it is to fix.1 Industry reports
about the magnitude of the cost increase have
varied over the years. The highest ratio I’ve

seen published came from Barry
Boehm and Philip Papaccio in
1988.2 They reported that require-
ments defects that made their way
into the field could cost 50 to 200
times as much to correct as defects
that were corrected close to the
point of creation. Of course, “50 to
200 times” is a rough average, and
in the worst cases, the sky is the
limit for defect costs—literally. The
US space program had two high-

profile failures in 1999: in both, correcting a
defect “in the field” was not possible, and the
software errors that went undetected until the
software was in the field ended up costing hun-
dreds of millions of dollars. 

I’ve previously presented a rough rule of
thumb that early, upstream defects generally
cost 10 to 100 times as much to remove late
downstream as they do to remove close to the
point where they are created.1 These observa-
tions have been used to justify a focus on up-
stream quality assurance activities such as ex-
tensive requirements work, design work, and
technical reviews.

These old sayings and rules of thumb have
come under attack in recent years. Some people
claim that software defects aren’t as expensive to
correct as they used to be; costs don’t increase as
quickly as they used to. In other words, an ounce
of prevention is not worth a pound of cure, but

perhaps only an ounce of cure.3 Some claim that
we are expending more effort on prevention than
we would by fixing the defects later—that we’re
spending a pound of prevention to avoid an
ounce of cure. 

Old support for an old saying
One common project dynamic is to cut cor-

ners because “we’re only 30 days from ship-
ping.” If you’re in a hurry, for example, you
might decide that you don’t have time to de-
sign and code a separate, completely clean
printing module. So you piggyback printing
onto the screen display module. You know
that’s a bad design that won’t be extensible or
maintainable, but you don’t have time to do
the right design. 

Three months later, when the product still
hasn’t shipped, those cut corners come back to
haunt you. You find that the people using the
prerelease software are unhappy with printing,
and the only way to satisfy their requests is to
significantly extend the printing functionality,
which can’t be done with the piggybacked ver-
sion. Unfortunately, in the three months since
you took the shortcut, the printing functionality
and the screen display functionality have be-
come thoroughly intertwined. Redesigning
printing and separating it from the screen dis-
play is now a tough, time-consuming, error-
prone operation. 

We have understood the dynamic in play in
this example at least since the 1970s when
IBM observed that software quality and soft-
ware schedules were related. It found that the
products with the lowest defect counts were
also the products with the shortest schedules.4

Work on a software project generally follows
a pattern of a small number of high-leverage up-
stream decisions providing the basis for a much
larger number of lower-leverage downstream
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decisions. Thus we make high-leverage
requirements decisions that provide the
basis for medium-leverage design deci-
sions, which in turn provide the basis
for low-leverage code, test-case, and
end-user-documentation decisions. 

A small mistake in upstream work
can affect large amounts of downstream
work. A change to a single sentence in a
requirements specification can imply
changes in hundreds of lines of code
spread across numerous classes or mod-
ules, dozens of test cases, and numerous
pages of end-user documentation. 

Capers Jones reports that reworking
defective requirements, design, and code
typically consumes 40 to 50 percent or
more of the total cost of most software
projects and is the single largest cost dri-
ver.5 Tom Gilb reports that about half of
all defects usually exist at design time,6

which is confirmed by Jones’s data. If
half of all defects are upstream defects,
you should be able to save effort by de-
tecting defects earlier than system test-
ing. Jones reports that, as a rule of
thumb, every hour you spend on techni-
cal reviews upstream will reduce your
total defect repair time from three to ten
hours; that is, one ounce of prevention is
worth three to ten ounces of cure.7

Has this dynamic changed in recent
years? Recent data from Hughes Air-
craft shows that the average require-
ments defect still takes 10 times as much
effort to correct during system testing as
it does during requirements analysis.8

The dynamics of defect-cost increase
are inherent in the nature of software
engineering work. It doesn’t matter
whether the project follows an old-
fashioned waterfall life-cycle model or
uses a cutting-edge iterative approach—
design, code, test cases, and documenta-
tion will have dependencies upon re-
quirements regardless of whether the
project is done all at once or divided
into numerous incremental releases. 

Overall, I see no indication either
from industry data or analysis that the
dynamics of defect-cost increase have
changed in recent years. 

What does that ounce of
prevention look like? 

While the underlying dynamic of
defect-cost increase has not changed,

our understanding of how to detect up-
stream defects has improved consider-
ably. Not too many years ago, we
thought that the best way to detect re-
quirements defects was to capture an
exhaustive set of requirements in a
monolithic requirements specification
and then to subject that specification to
intensive reviews. Although industry
data suggests that this approach is
cost-effective compared to the alterna-
tive of jumping straight into coding
and then fixing requirements defects
at construction time, we now know of
numerous alternatives that are often pref-
erable to the monolithic-requirements-
specification approach: 

■ Involve end users as early as possible.
Several studies have found that end-
user involvement is key to stable
requirements and software project
success.9

■ Create a throwaway prototype. Cre-
ate a throwaway UI and put the
prototype in front of real end users.
Get feedback. Revise the prototype
until the user is excited about the
system. Then build the system. This
approach correlates with good re-
quirements stability and low system
cost.5

■ Deliver the software incrementally.
Write production code for a small
amount of the system. Put that
functionality in front of the user.
Revise the requirements, design, and
code until the user is excited about
the system. This approach does not
entirely eliminate the defect-cost in-
crease dynamic, but it shortens the
feedback loop from requirements to
user feedback in a way that reduces
the number of downstream depen-
dences that will be based on erro-
neous upstream work. This sort of
incremental delivery approach corre-
lates with high user satisfaction and
lower total development costs.1,6

■ Conduct a requirements workshop.
Fast requirements elicitation tech-
niques such as joint application de-
velopment sessions are an effective
way to shorten the time required to
collect accurate requirements while
simultaneously reducing require-
ments volatility downstream.5
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■ Perform use case analysis. Rather
than being satisfied with the users’
first explanation of what they want
a system to do, examine the system’s
expected usage patterns to better
understand users’ real needs. 

■ Create the user manual first. Some
organizations have had good suc-
cess creating their user manuals as a
substitute for or supplement to a
traditional requirements specifica-
tion. End users seem to be better able
to understand the contents of a user
manual than a traditional require-
ments specification, and requirements
elicitation goes more smoothly. 

New twists on old sayings
Software engineering advances by

periodically reexamining questions that
we think we’ve already answered. An
ounce of prevention is still generally
worth a pound of cure, but some recent
developments have improved the
“ounces of prevention” at our dis-
posal. I find it encouraging that so

many good techniques have emerged in
the past few years.
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